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Abstract

We provide the first evidence on the rate at which spatial variation in all-cause

mortality risk is capitalized into US housing prices. Using a hedonic framework, we

recover the annual implicit cost of a 0.1 percentage-point reduction in mortality risk

among older Americans and find that this cost is less than $3,453 for a 67 year old and

decreasing with age to less than $629 for an 87 year old. These estimates, while similar

to estimates from the market for health care, are far below comparable estimates from

markets for labor and automobiles, suggesting that the housing market provides an

alternative, substantially cheaper channel for reducing mortality risk. We find this

conclusion to be robust to a wide range of econometric model specifications, including

accounting for associated expenditures on property taxes and the physical and financial

costs of moving.
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1 Introduction

People can modify their life expectancies by choosing where to live. This stylized fact

is supported by causal evidence from economic studies and widely reported by the popular

press.1 While the precise mechanisms are not fully understood, the perception that mortality

risk varies causally across residential locations, combined with the fact that people are free

to move across locations, implies that mortality risk may be capitalized into housing prices.

However, the capitalization rate may be dampened by information frictions and migration

costs. This raises an important question: How much, if anything, do Americans need to pay

via the housing market to reduce their mortality risk by moving?

This paper uses hedonic property-value methods to develop the first national evidence

on the rate at which the US housing market capitalizes location-based mortality risk. We

focus on the age group with the highest mortality: senior citizens. We start by following the

Finkelstein et al. (2021) approach to measuring seniors’ location-specific causal mortality risk.

Specifically, we apply the identifying assumptions and econometric methods from that paper

to Medicare data (describing 7.2 million Americans aged 65 and above) to recover estimates

of age- and location-specific all-cause mortality risk. We merge these causal mortality-risk

estimates with national data describing house values, house characteristics, and location-

specific amenities.

Our hedonic estimation strategy is designed to address two threats to identifying the cap-

italization of causal mortality risk. The first threat is that our estimates for causal mortality

risk are likely to embed measurement error. To address this, we employ an Instrumental-

Variables (IV) approach and instrument for causal mortality risk using raw, population-based

measures of location-specific empirical mortality reported by the U.S. Centers for Disease

Control and Prevention. As these empirical measures are simple population statistics, they

are unlikely to embed measurement error. The second threat to identification is that mor-

tality is likely to be correlated with unobserved determinants of housing prices. This threat

applies to both the causal and empirical measures of mortality. In particular, some sources

1See, for example, Weintraub (2014); Ferrari (2017); Ducharme and Wolfson (2019); Ansari (2022).
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of mortality risk may be separately capitalized into housing prices through their effects on

the quality of life.2 We mitigate this threat by controlling for an extensive list of amenities

suggested by the literature on measuring spatial variation in the quality of life (Roback,

1982; Albouy et al., 2016; Diamond, 2016). These controls include measures of climate,

pollution, crime, transportation and other local public goods, in addition to state fixed ef-

fects. Thus, our estimates for the housing costs of reducing mortality risk are purged of

differences in housing prices that may be explained by observed housing characteristics and

salient amenities.

The residual variation in all-cause mortality risk that we use for identification retains

location-specific sources of risk that are less likely to be capitalized into property values

through channels other than mortality risk. The hedonic property value literature is replete

with examples of risks to life and health that would be unlikely to directly affect quality

of life (Banzhaf et al., 2019). Examples include unexplained cancer clusters (Davis, 2004),

water contamination (Muehlenbachs et al., 2015; Christensen et al., 2022), toxicity of smoke

emitted by facilities that handle hazardous chemicals (Banzhaf and Walsh, 2008), lead paint

(Billings and Schnepel, 2017), and soil contamination (Ma, 2019). Capitalization of mortality

risk may also be driven by the steady stream of news stories about spatial variation in

longevity (Weintraub, 2014; Ferrari, 2017; Ducharme and Wolfson, 2019; Ansari, 2022).

Our approach to controlling for amenities raises two potential concerns. First, the ameni-

ties could be “bad controls” in the sense that they absorb too much relevant spatial variation

in mortality risk. Second, the amenity controls could be insufficient to overcome confounding

by latent amenities. We resolve both concerns by adapting and extending partial identifica-

tion methods from Altonji et al. (2005), Banzhaf and Smith (2007), Nevo and Rosen (2012),

Altonji et al. (2015), and Oster (2019) to derive upper bounds on the housing market capi-

talization of mortality risk using an assumption that capitalization of observed amenities is

informative about capitalization of unobserved amenities. We test this assumption indirectly

by examining how our IV estimates evolve as we incrementally add amenities in random or-

2For example, air pollution increases mortality risk and also creates haze that impairs visibility (Banzhaf
and Walsh, 2008; Deryugina et al., 2019; Kahn, 2004; Smith et al., 2004b).
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der, generating over a quarter million different specifications. This analysis suggests that our

amenity controls preserve ample identifying variation in mortality risk and that our IV esti-

mates are consistent upper bounds on the actual housing market capitalization of mortality

risk.3 This upper bound interpretation underscores the policy-relevance of our findings be-

cause our estimates are far below the most comparable estimates from the markets for labor

and automobiles (Smith et al., 2004a; Aldy and Viscusi, 2008; Rohlfs et al., 2015; O’Brien,

2018; Banzhaf, 2022).

Our main IV results yield an estimated upper bound of $1,474 (year 2010 dollars) in

annual housing expenditure at the household level to reduce annual mortality risk at age 77

by 0.1 percentage points (pp).4 A 0.1pp reduction in annual mortality risk is approximately

equal to the within-state standard deviation of mortality risk across locations. We find this

implicit cost to be declining in age, from a high of $3,453 at age 67 to a low of $629 at age

87. This is due to the fact that the spatial variation in mortality risk is increasing in age

while the spatial variation in housing prices is not varying in age, making the implicit cost

of mortality-risk reduction lowest among the oldest individuals.

Our estimates for the cost of reducing mortality risk provide information that can be

shared with seniors or used to inform public policy. Numerous federal policies have in-

centivized migration (Jia et al., 2022), e.g., Freddie Mac and Fannie Mae’s support of the

mortgage market, the Moving-to-Opportunity experiment, IRS tax deductions for moving

expenses, transferable unemployment insurance. Our findings suggest that determining the

marginal value of public funds requires understanding how these policies affect migration,

how migration affects mortality, and how much movers have to pay to reduce their mortality

risks conditional on other amenities.

Our study adds to the literature estimating the cost of reducing mortality risk. This

literature has mainly focused on estimating the wage compensation for undertaking a higher

risk of on-the-job death (Viscusi and Aldy, 2003; Costa and Kahn, 2004; Cropper et al.,

3This analysis is also suggestive that the housing market capitalization of mortality risk is likely close to
our estimated upper bound.

4This would translate to a per-person cost if households were comprised of single individuals. If multiple
individuals live in a single housing unit this would reduce the per-person cost as discussed in Section 5.

4



2011; Kniesner et al., 2012; Lee and Taylor, 2019; Evans and Taylor, 2020), with prevailing

estimates exceeding $6 million per statistical death among workers aged 60 to 65 (Smith

et al., 2004a; Aldy and Viscusi, 2008; Banzhaf, 2022). To compare our findings with those

figures, we rescale our main estimates to measure the aggregate housing expenditure required

to avoid one statistical death at age 67, and find the implied figure to be at or below $1.3

million. Our upper bound estimates are also an order of magnitude lower than those from

studies that have estimated the cost of reducing mortality risk among older drivers via

automobile safety features (Rohlfs et al., 2015; O’Brien, 2018). Our findings are much closer

to estimates for the cost of reducing premature mortality among the general population of

Americans over age 65 via medical spending (Hall and Jones, 2007; Doyle et al., 2015; Huh

and Reif, 2017; Ketcham et al., 2022). For example, Hall and Jones (2007) find that the

medical cost of avoiding an additional fatality is approximately $1 million among people over

age 65. Thus, our findings suggest that the marginal cost of reducing mortality risk in the

housing market is much smaller than in the markets for labor and automobiles, and closer

to the market for health care.

Our study also adds to the hedonic property-value literature on amenity capitalization.

Portney (1981) first estimated the capitalization of mortality risk in a study of air pollution in

Pennsylvania. Subsequent studies estimated capitalization of other specific mortality risks in

specific areas, such as lead exposure in North Carolina (Billings and Schnepel, 2017), violent

conflict in Northern Ireland (Besley and Mueller, 2012), and a cancer cluster in Nevada

(Davis, 2004). Our study adds to this literature by providing the first nationwide analysis of

mortality risk, the first analysis of mortality risk among senior citizens, and the first analysis

to focus on a broadly inclusive measure of causal mortality.5

Finally, it is important to note that we make no claims about the demand for mortality

risk reduction. We refrain from a revealed-preference interpretation of capitalization effects

5By pricing residential mortality risk, our study also relates to literature on how location affects health,
wealth, and human capital (Aliprantis and Richter, 2020; Barreca et al., 2015; Bayer et al., 2008; Caetano
and Macartney, 2021; Card et al., 2022; Chetty and Hendren, 2018a,b; Couillard et al., 2021; Cutler and
Glaeser, 1997; Deryugina and Molitor, 2020, 2021; Deschenes, 2014; Graff Zivin and Neidell, 2013; Kahn,
2004; Kling et al., 2007).
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because it is unclear what, exactly, households believe about their ability to adjust their

mortality risk by moving. Similarly, we take no stance on the relative importance of deter-

minants of location decisions that would condition a welfare interpretation of our results,

such as tastes for longevity, moving costs, location ties based on earlier-in-life decisions, or

where children and grandchildren live. We leave the important question of how capitalization

effects relate to private and social benefits of reducing mortality risk to future research.

2 Background: Capitalization of Mortality Risk

Life expectancy varies substantially across the US.6 For example, Dwyer-Lindgren (2017)

find that life expectancy at birth differs by as much as twenty years between US counties.

This range is striking and its precise causes are unknown. Unsurprisingly, life expectancy is

strongly associated with income, education, and health behaviors (Case and Deaton, 2015;

Chetty et al., 2016; Currie and Schwandt, 2016). These associations suggest that spatial

variation in life expectancy might be explained by residential sorting based on socioeconomic

status. At the same time, socioeconomic status during adulthood is believed to be affected by

residential location during childhood (Chetty and Hendren, 2018a,b). These dynamics make

it challenging to measure precisely how residential location modifies mortality risk. Recent

studies have addressed this challenge by focusing on migrants. For example, Deryugina

and Molitor (2021) and Finkelstein et al. (2021) analyze migration and mortality among the

over-65 Medicare population and provide causal evidence that migrants’ destination locations

modify their remaining life expectancies.

While the literature suggests that older Americans can modify their life expectancies

by moving, the exact production function for location-specific causal mortality risk remains

unknown. There are numerous environmental and urban amenities that may contribute.

Some are well known. For example, public opinion polls indicate that people tend to worry

6Researchers measure local life expectancy by aggregating location data from death certificates. A com-
mon source of these data is the U.S. Centers for Disease Control and Prevention (CDC), which reports annual
county-specific mortality rates based on the universe of death certificates for U.S. residents. We describe
these data in the next section.
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about local air pollution and water contamination (Lin et al., 2021). Since people can avoid

these and other salient health risks by moving, one might expect location-specific risks to

be capitalized into property values. This is supported by evidence on the capitalization

of quasi-random sources of localized variation in air pollution (Banzhaf and Walsh, 2008)

and water contamination (Muehlenbachs et al., 2015; Christensen et al., 2022)), as well as

other salient risks such as crime (Besley and Mueller, 2012), cancer (Davis, 2004), lead paint

(Billings and Schnepel, 2017), and soil contamination (Ma, 2019).

However, the cumulative capitalization of local health risks may not reveal what the aver-

age person is willing to pay to reduce their own mortality risk due to market frictions such as

moving costs and incomplete information. Moving costs can attenuate the capitalization rate

of an amenity by preventing inframarginal households from adjusting to changes in amenity

levels or new information (Bayer et al., 2009). Similarly, if households have incomplete in-

formation about an amenity then, in general, their location choices cannot be expected to

reveal their willingness to pay (Leggett, 2002). In particular, Pope (2008b) and Kumbhaker

and Parmeter (2010) show how incomplete information can create a wedge between buy-

ers’ marginal willingness to pay for an amenity and the equilibrium hedonic price function

gradient.7 This conceptual framework is supported by evidence that capitalization rates for

local amenities are attenuated by inattention to publicly available information about those

amenities (Pope, 2008a,b,c; Ma, 2019).8 Providing information about either local amenities

or the capitalization rate of local amenities could potentially reduce this wedge as households

respond and would likely increase the marginal cost of the amenity.

In summary, the prior literature has shown that some health risks are capitalized into

property values, and it has also shown that capitalization rates can understate households’

willingness to pay due to moving costs and incomplete information. These frictions may be

quantitatively important in our setting for at least three reasons. First, the scientific evidence

7The model of incomplete capitalization in these studies is an example of the broader literature on how
market frictions condition the interpretation of equilibrium hedonic price functions and structural parameters
describing market primitives (Harding et al., 2003).

8See Hausman and Stolper (2022) for a review of the literature on information frictions and amenity
capitalization.
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on our variable of interest – the overall location-specific causal mortality risk for seniors – was

published after the households in our data made location decisions. It seems unlikely that

households would have fully anticipated the findings in Finkelstein et al. (2021). Second,

while housing prices may reflect spatial variation in some of the environmental health risks

that contribute to the findings in Finkelstein et al. (2021), there is substantial evidence that

households may not be fully attentive to public information on all risks (Pope, 2008a,b,c).

Finally, households’ understanding of the spatial variation in casual mortality risk may be

complicated by the media’s extensive coverage of associative studies of life expectancy with

headlines such as “Lifespan More to Do with Geography than Genetics” (Weintraub, 2014)

and “Your Zip Code Might Determine How Long You Live – and the Difference Could be

Decades” (Ducharme and Wolfson, 2019).9 Against this background, we focus on estimating

the capitalization effects of causal mortality risk and refrain from interpreting these effects

as measures of household willingness to pay.

3 Data

3.1 Locations

We begin by defining location at the level of commuting zones (CZs), as defined by the U.S.

Economic Research Service using 2000 Census data, for the 48 coterminous US states. Each

CZ is a cluster of counties that approximate a local labor market and is similar in size to

a metropolitan area. There are 709 distinct CZs in our data. To deal with the issue of

sparsely-populated CZs, we follow the procedure in Finkelstein et al. (2021) (FGW) which

aggregates CZs into 536 aggregate CZs (which we continue to refer to as CZs for simplicity).

This CZ definition of location is well suited to measuring the housing-market capitaliza-

tion of causal mortality risk.10 A much finer resolution of geography (e.g., a Census tract)

9Ferrari (2017) and Ansari (2022) provide additional examples.
10National hedonic studies typically partition the country into similar geographies such as metropolitan

areas (Bayer et al., 2009), counties (Blomquist et al., 1988), or public-use microdata areas (Albouy et al.,
2016).
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would exacerbate any potential for measurement error, as individuals would likely spend a

considerable amount of time outside of their home location, while a coarser resolution of

geography (e.g., a state) would limit the scope to describe individuals’ ability to adjust their

mortality risk by moving reasonably short distances.11

3.2 Location-Specific Empirical Mortality Rates

We use the “Multiple Cause of Death” data produced by the U.S. Centers for Disease Control

and Prevention (CDC) as a measure of spatial variation in all-cause mortality. These data

include annual county-level mortality rates for each integer age from 65 to 84. For ages 85

and over, the data are right-censored. The underlying data on deaths are derived from the

population of death certificates, while county population sizes are derived from Census data.

We refer to the location-specific mortality rates as “empirical” as they simply describe

the mortality rates that are observed within locations. Panel (a) of Figure (1) shows the

spatial variation in empirical mortality at age 77, which is approximately the average age in

the over-65 population. The variation across locations is substantial. For example, moving

from the 10th percentile to the 90th percentile in the distribution is associated with a 1.48

increase in mortality risk over one year (a 42% percent increase).

To construct our empirical-mortality instrument, we synthesize these population-based

data into a single IV, which we construct by taking a weighed average over a CZ’s empirical

mortality rates at each year, county, and integer age, weighting by Census-based measures

for U.S. population shares by age.12 We prefer this construction of the instrument because

it combines all of the available CDC data, but we also show in Appendix D that our results

are essentially unchanged if we replace our preferred instrument with CDC mortality rates

observed at a single integer age (e.g., 65, 75, or 85+).

Importantly, the variation in empirical mortality rates cannot be interpreted as causal.

11In cases where there are multiple counties within a commuting zone, using a county may lead to mea-
surement error if individuals spend time outside of their home county. An additional benefit of using CZ is
that it allows us to compare our mortality estimates with those found in FGW.

12Applying the same national weights to each CZ avoids compositional bias that would be introduced if
we were to instead weight by CZ-specific population shares.
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Figure 1: Spatial Variation in Empirical Mortality, Casual Mortality, and Housing Rents

(a) Empirical Annual Mortality Rates at Age 77 by Commuting Zone

(b) Causal Annual Mortality Rates at Age 77 by Commuting Zone

(c) Average Annual Log Rents by Commuting Zone
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While some of the variation may be caused by placed-based amenities that affect mortality

risk, some of the variation may arise from healthier and wealthier people sorting themselves

into higher amenity areas and living longer for reasons independent of their residential loca-

tions.

3.3 Location-Specific Causal Mortality Rates

To disentangle location-based inputs to mortality risk from residential sorting, we follow

FGW both in applying the estimator developed in that paper and in describing the resulting

measures as providing the “causal” effect of location on mortality. The analysis in that paper

uses Medicare data describing people over the age of 65 to recover CZ-specific mortality

risks while controlling for differences in age, race, gender, medical spending, and clinical

diagnoses of chronic medical conditions. The identification strategy leverages the variation

in survival rates among movers who originate from the same location but who move to

different locations. A selection-correction procedure is used to account for any sorting based

on unobserved health factors. We replicate the procedures described in that paper using

administrative records for a 20% random sample of Medicare beneficiaries (7.2 million people)

that we observe from 1999 through 2013 to estimate causal mortality for seniors aged 67

and older. Our results are very similar to the estimates reported in FGW and details are

provided in Appendix A. As our measures of causal mortality are model-based estimates,

they may differ from true causal mortality. We address this measurement error as part of

the identification strategy discussed in Section 4.2.

Panel (b) of Figure (1) shows the spatial variation in causal mortality at age 77. There

is less spatial variation in causal mortality rates than in empirical mortality rates, speaking

to the role of residential sorting; our estimates imply that moving from the 10th percentile

to the 90th percentile in the distribution across locations causes a 0.28pp increase in causal

mortality risk over one year, compared with a 1.85pp increase in empirical mortality risk.

The standard deviation of mortality risk across locations is 0.13pp.

We find substantial within-state variation in causal mortality rates across locations. For
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example, regressing age-77, location-specific causal mortality rates on a vector of state dum-

mies yields an R2 of 0.25 and a residual within-state standard deviation of mortality risk of

0.11pp. These results highlight the scope for differences in location-specific mortality rates

to be capitalized into property values, and, importantly, may inform policy based on the

ability of older Americans’ to lower their mortality risk through within-state moves.

3.4 Housing Characteristics and Prices

Data describing housing characteristics and prices come from the 2000 Census Integrated

Public Use Microdata Series (IPUMS) 5% sample. In this sample, locations are defined

as Public Use Microdata Areas (PUMAs), which are contiguous areas comprised of ap-

proximately 100,000 individuals each. The data contain a total of 2,071 PUMAs which we

aggregate into CZs.

For each of the 5.1 million properties in our sample, we observe the number of rooms, bed-

rooms, and units in the structure, whether the property has a kitchen and indoor plumbing,

and the age of the structure. We additionally observe the self-reported value of the prop-

erty, if owner-occupied, or the gross rent, if renter-occupied.13 Table B.1 reports summary

statistics.

Panel (c) of Figure (1) shows the spatial variation in the log of annual gross rents across

locations. Figure (1) suggests that mortality and log rents are correlated across space and

the unweighted correlation coefficient between causal mortality at age 77 and log rents is

-0.2. This unconditional negative correlation may be driven by a causal relationship and/or

by amenities that households value for reasons apart from mortality. Thus, we compile data

describing a large set of location-specific amenities.

13An alternative data source would be housing transactions datasets sold by commercial vendors. Trans-
actions data have the advantage of typically including measures of square footage and the most recent sale
price. However, transactions data are not nationally representative: they typically exclude renters as well as
sale prices in states with non-disclosure laws. Due to these limitations, IPUMS data are typically preferred
in national hedonic studies (Albouy et al., 2016; Diamond, 2016). Additionally, the IPUMS data report
when each house was last sold enabling us to condition on recent sales whose reported values are likely to
be similar to their transaction prices. See Section 5.4 for details.
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3.5 Additional Location-Specific Amenities

We compile data on location-specific amenities from several sources. We begin by collecting

data on the county-level amenities used in Diamond (2016). In that paper, the variables

describe urban counties. For our analysis, we measure amenities for rural counties, too, and

include additional climate variables for all counties. We aggregate all county-level amenities

to the level of the CZ, weighting by population.

Our final set of 18 amenities is comprised of measures of summer temperature, winter

temperature, precipitation, fine particulate air pollution (PM2.5), ozone concentrations, vio-

lent crime, property crime, student-teacher ratios in local public schools, interstate highway

mileage, urban arterial mileage, number of urban rail stops, unemployment rate, share of

residents with college degrees, and per-capita measures of government spending on parks,

government spending on schools, number of movie theaters, number of restaurants and bars,

and number of apparel stores.14 Appendix C documents the data compilation and Table C.1

reports summary statistics.

4 Econometric Model

4.1 A Hedonic Price Function of Mortality Risk

To estimate the effect of causal mortality on house prices, we specify Equation (1) as a he-

donic price function where the dependent variable, log phj, describes the log price associated

with occupying house h in location j. We follow Bayer et al. (2007) in pooling data on

rents and property values by measuring price, phj, as annual gross rent, if renter-occupied,

and property value, if owner-occupied. Controlling for owner-occupancy with the indicator

14This list excludes measures of local health care quality. Such measures are typically excluded from the
set of amenities considered in empirical literature on quality-of-life and residential sorting (Roback, 1982;
Albouy et al., 2016; Diamond, 2016). We follow the literature in excluding these measures from our main
analyses. We do so because of their potential to be “bad controls” (Angrist and Pischke, 2009; Cinelli et al.,
2022) that could absorb the effect we intend to measure. However, we also note that including such measures
does not change our results substantially. Our main estimates decline by 10% if we extend the set of amenity
covariates to include the rate at which Medicare patients are discharged from local hospitals after being
admitted for ambulatory care sensitive conditions, a common measure of hospital quality.
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ownh allows the coefficients on housing characteristics, xh, location-specific amenities, xj,

and location-specific causal mortality risk measured at an arbitrary reference age, mj, to be

interpreted as annual measures of their implicit prices.15

log phj = α1 + α2ownh + α3xh + α4xj + βmj + εhj. (1)

Conditional on employing the Gompertz specification used in FGW, the reference age at

which we measure mortality risk can be chosen without loss of generality. The Gompertz

specification allows mortality risk to vary with location, age, and other characteristics:

m(age, j) = exp
(
δ · age+ θ̄ + γj

)
. (2)

In this specification, δ is the estimated scaling parameter on age and θ̄ is the estimated

index of other individual characteristics (race, gender, medical expenditures, and diagnoses

of chronic medical conditions) that we scale to its national average. γj is a CZ fixed effect that

captures how location contributes to mortality risk. It is the only component of m(age, j)

that varies across locations. mj is then simply defined as m(ageR, j), where the arbitrary

reference age is denoted by ageR.

When embedded within the hedonic price function, the Gompertz specification used by

FGW has two important implications for estimating the implicit cost of reducing mortality

risk. First, causal mortality for any given age is simply a scaled version of causal mortality

for any other age.16 This means that the price regression estimated for a reference age,

shown in Equation (1), can be used to calculate the corresponding coefficient on mortality

risk for any other age as:

βage = β · exp(δ · (ageR − age)). (3)

Second, the marginal cost of reducing mortality risk will decrease in age if mortality risk

15Our main econometric specification allows α1 and α2 to differ by US state.
16m(age, j) = m(age′, j) · exp(δ · (age− age′)) ∀ age, age′.
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increases in age (i.e., δ > 0) and housing price decreases in mortality risk (i.e., β < 0).17

This model feature is intuitive. While mortality risk increases in age, all individuals face the

same menu of housing prices, regardless of age.

We define the marginal cost of mortality risk reduction (MCMRR) at a given age as:

MCMRRage = −βage · p̃. (4)

The MCMRR is simply the derivative of the hedonic price function in Equation (1) with

respect to mortality risk, evaluated at an age-specific mortality risk and the mean annual

housing cost over all houses, p̃ = 1/H
∑H

h=1 phj/exp(α2 · ownh).18 It measures the annual

housing cost to a household of a marginal reduction in mortality risk at a given age. The

main challenge in identifying the MCMRR is to develop a consistent estimator for β.19

4.2 Identifying an Upper Bound on the MCMRR

Our estimation approach is designed to address two threats to identifying the hedonic param-

eter on mortality risk, β. The first threat is that our estimates of location-specific mortality

effects are likely to be measured with error. Formally, this may be written as: m̂j = mj + ξj,

where m̂j denotes our measure for location-specific causal mortality risk derived using the

FGW estimator and treated as data in the price regression. The second threat is that our

estimates of location-specific mortality effects may be driven, in part, by unobserved ameni-

ties that are directly capitalized into housing prices because they simultaneously affect both

17Like FGW, we find that δ is positive (δ̂ = 0.0977) and our estimates for β are universally negative across
numerous specifications.

18While hedonic studies typically evaluate price functions at average house prices, Equation (4) can be
evaluated at any house price. For example, if we were to evaluate it at the price that the average individual
pays for housing, conditional on age, that measure would embed the effects of sorting along the price function;
e.g., older households choosing to locate in more expensive locations where life expectancy is higher.

19Albouy (2009) shows that geographically varying tax rates may also affect households’ location deci-
sions. Although labor market participation is low among seniors, their fixed incomes may be subject to
geographically varying income taxes. However, the within-state variation in taxes on these fixed incomes is
minimal. Within-state variation in property taxes could have a more substantial effect on the real cost of
housing paid by seniors (Shan, 2010). In Section 5.4 we show that accounting for within-state variation in
property taxes increases our main estimates for the cost of mortality risk reduction by approximately 5%.
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the quality and the quantity of life. Formally, the set of location-specific amenities can be

partitioned as: xj = [xoj , x
u
j ], where o and u denote the subsets of observed and unobserved

amenities. Analogously, α4 = [αo
4, α

u
4 ]. Equation (5) rewrites Equation (1) to highlight these

two potential sources of endogeneity.

log phj = α1 + α2ownh + α3xh + αo
4x

o
j + βm̂j + νhj,

where νhj = εhj + αu
4x

u
j − βξj.

(5)

We interpret εhj as idiosyncratic noise and focus on potential threats to identification from

unobserved variables, xuj , and measurement error, ξj.
20

We address the omitted-variable and measurement-error threats separately. First, we use

a population-level measure of empirical mortality, zj, to instrument for causal mortality. As

the instrument, empirical mortality, is simply a population statistic, we have no reason to

expect it to embed measurement error. Our endogenous variable of interest, causal mor-

tality, is effectively a selection-corrected version of empirical mortality and, in contrast to

empirical mortality, we allow for causal mortality to be measured with error. In particular,

measurement error, ξj, is likely introduced through the inevitable modeling assumptions used

in the selection-correction procedure of the causal-mortality estimator. We assume that this

measurement error in estimated causal mortality is not systematically related to empirical

mortality rates:21

cov(zj, ξj) = 0. (6)

This IV strategy addresses measurement error, but remains vulnerable to confounding

from αu
4x

u
j . The concern is that empirical mortality may be correlated with the composite

error if important amenities that determine price cannot be observed and are correlated

with empirical mortality, so that cov(zj, α
u
4x

u
j ) 6= 0. Specifically, if unobserved amenities

are correlated with the instrument, we would expect the net effect of this correlation to be

20εhj captures the standard modeling errors that are often thought to be relatively innocuous in hedonic
price function estimation, such as measurement error in prices, functional form mis-specification, and omitted
architectural details.

21A violation of this assumption would require that the measurement error in the estimates of mj is
systematic, which would violate the identifying assumptions in FGW.
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weakly negative, i.e.,

cov(zj, α
u
4x

u
j ) ≤ 0. (7)

Intuitively, the bundle of unobserved amenities that increases the quality of life (and therefore

housing prices) is, on net, likely to be associated with increased longevity. Even if unobserved

amenities have no direct effects on longevity, the association in Equation (7) is likely to arise

from healthier and wealthier people sorting into higher-amenity locations and living longer.

It is worth noting that Equation (7) permits the bundle of unobserved amenities to include

a subset of amenities that increase the quality of life (and housing prices) and decrease

longevity, e.g., state laws that increase access to controlled substances and gambling. This

is because Equation (7) only restricts the sign of the net effect of the bundle of unobserved

amenities on longevity (i.e., αu
4x

u
j ), not the sign of the effect of any particular amenity in

that bundle.

Equation (7) is not directly testable. However, it is likely to hold as it matches two stylized

facts from the residential sorting literature: (i) wealthier households sort into higher amenity

areas and (ii) amenities that increase housing prices tend to be positively correlated over

space because their production functions embed location-specific features such as climate,

geography, and the property tax base (Banzhaf and Walsh, 2008; Kuminoff et al., 2013).

Further, following Altonji et al. (2005) and Oster (2019), Equation (7) can be indirectly

tested under the assumption that capitalization of observed amenities is informative about

capitalization of unobserved amenities in the sense that the impact on β̂ from omitting

unobserved amenities has the same sign as the impact of omitting observed amenities:

β̂(W,xj)− β̂(W,xoj)

β̂(W,xoj)− β̂(W )
≥ 0, (8)

where W = [phj, ownh, xh, zj]. The numerator is the unmeasurable effect of adding xuj as

covariates in the hedonic regression. It equals zero in the special case where all relevant

amenities are observed: xoj = xj. The denominator is the measurable effect on β̂ from

adding xoj .
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Taken together, Assumptions (6) and (8) provide us with the direction of any inconsis-

tency caused by omitted amenities and allow us to apply the intuition of the “imperfect

IV” strategy from Nevo and Rosen (2012). The key insight from Nevo and Rosen (2012) is

that even when an instrument is correlated with the error, a bound is identified when the

correlation between the instrument and the error can be signed. In our case, the instrument

plausibly identifies an upper (lower) bound on the MCMRR (β).22

In summary, our strategy for addressing potential confounding by unobserved location-

specific amenities is to control for an extensive set of observable amenities and to interpret

our MCMRR estimates based, in part, on how they evolve as we expand the set of amenity

controls.

5 Results

5.1 Estimates of the Marginal Cost of Mortality Risk Reduction

Table 1 reports our estimates for the MCMRR from five different specifications of the price

function. For each specification, we report estimates for ages 67, 72, 77, 82 and 87 followed by

robust standard errors clustered at the CZ level.23 All five specifications control for physical

house characteristics, but differ in the steps taken to mitigate confounding.

The estimates in Column (1) are from an OLS regression that excludes amenities. We

report the MCMRR for a 0.1pp reduction in the annual probability of death among a given

age group. This reduction is roughly equivalent to the within-state standard deviation of

causal mortality risk across locations for people at age 77. The results show that the marginal

reduction in mortality risk among 77-year-olds is associated with a $633 increase in annual

housing costs. This associative measure declines with age from $1,482 among 67-year-olds to

22Analogously, in a model with no amenity controls, the instrument can identify a less sharp bound on
the MCMRR.

23We construct standard errors based on sampling variation in the price regression only, as we treat the
first stage estimates of m̂ as incorporating measurement error. We report the underlying estimates for β and
p̃ in Appendix Table D.1, and report MCMRR estimates for intermediate ages in Appendix Table D.3.
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Table 1: The Marginal Cost of Mortality Risk Reduction

(1) (2) (3) (4) (5)

1,482 9,405 7,533 3,453 3,023
(555) (2,893) (1,592) (729) (677)

967 6,145 4,922 2,257 1,974
(362) (1,891) (1,041) (477) (442)

633 4,015 3,216 1,474 1,290
(237) (1,235) (680) (312) (289)

413 2,624 2,102 964 843
(154) (807) (444) (204) (189)

270 1,715 1,373 629 551
(101) (527) (290) (133) (123)

0.079 0.084 0.073 0.074
(0.019) (0.013) (0.011) (0.012)

1st stage F-statistic 17.1 42.4 44.3 40.9

state dummies   x x x

amenity covariates    x x

recent moves only (last 5 years) x

clustering (number of CZs) 536 536 536 536 536

number of houses 5,118,639 5,118,639 5,118,639 5,118,639 2,413,212

Marginal cost of mortality risk reduction, age 67

1st stage coefficient on instrument

Marginal cost of mortality risk reduction, age 77

Marginal cost of mortality risk reduction, age 87

Marginal cost of mortality risk reduction, age 72

Marginal cost of mortality risk reduction, age 82

Note: The table reports estimates for the annual housing price of reducing the annual risk of death by one
tenth of a percentage point for each age group. Estimates are reported in 2010 dollars. All specifications
include housing covariates. Robust standard errors are clustered by CZ.

$270 among 87-year-olds.24 We use the $633 value for the 77-year old group as a benchmark

when comparing with other specifications, as 77 is close to the mean age among the 65-

and-over population. The results in Column (1) do not have a causal interpretation as they

embed potential biases from measurement errors in mortality risk and omitted amenities,

and the net direction of these biases is ambiguous. We address these issues incrementally.

To address measurement error in casual mortality risk, we use our population-based

empirical-mortality variable as an instrument in Column (2). The results show that, all

24As discussed in Chetty et al. (2016), FGW, and Section 4.1, the rate of decline is determined by the
functional form of the Gompertz specification in addition to the estimate of how mortality increases in age.

19



else constant, moving from OLS to IV increases the estimates by a factor of 6, yielding a

MCMRR of $4,015 at age 77. This six-fold increase is large in an absolute sense, but it

is small relative to prior estimates for the effects of using IVs to address attenuation bias

from measurement error in other amenities such as air pollution (Schlenker and Walker,

2016; Deschenes et al., 2017; Deryugina et al., 2019; Bishop et al., 2023b). In addition, the

six-fold increase captures the combined effect of the instrument reducing the likelihood of

the estimate being below the true effect due to measurement error in casual mortality and

increasing the likelihood of the estimate being above the true effect due to healthier and

wealthier people sorting into higher-amenity areas and living longer. The next two columns

take steps to disentangle these mechanisms.

In Column (3), we narrow our focus to within-state variation in causal mortality by adding

state dummies along with interactions of the state dummies and the owner-occupancy in-

dicator. This reduces the implied MCMRR at age 77 to $3,216. Adding state dummies

sharpens the identification strategy in three ways. First, the state dummies absorb the price

effects of between-state variation in omitted amenities that are correlated with mortality risk.

Second, the interactions absorb any between-state variation in the user-cost of housing that

is correlated with mortality risk (Poterba, 1984). Finally, focusing on within-state variation

in prices and mortality risk reduces the potential concern that moving costs and informa-

tion frictions may limit the extent to which housing markets capitalize spatial variation in

mortality risks.

The estimator in Column (3) remains vulnerable to confounding from within-state sorting

on amenities. For example, wealthier people with longer life expectancies may tend to locate

in higher-amenity locations within their home states. This sorting behavior would impart an

upward bias to our MCMRR estimator as we would expect omitted amenities to be positively

correlated with housing prices while negatively correlated with empirical mortality.

We address this threat by augmenting the IV estimator in Column (3) to add the 18

amenity covariates. Adding these covariates reduces the age-77 MCMRR to $1,474.25 This

25This estimate is 7.7 times larger than the estimate that we obtain from an OLS analog to this specifica-
tion, reinforcing the importance of addressing attenuation bias from classical measurement error.
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decline is consistent with the intuition that people live longer in locations where housing is

more expensive due to amenity capitalization. We consider these results, shown in Column

(4), to be our main MCMRR estimates.

5.2 Instrument Validity

Under Assumptions (6) and (8), the results in Column (4) of Table 1 provide consistent

estimates of an upper bound on the MCMRR.26 While an exclusion restriction, such as

cov(zj, α
u
4x

u
j ) = 0, would be sufficient to point identify the MCMRR, we require only the

weaker condition of a directional restriction on the sign of the net effect of the bundle of

unobserved amenities on longevity, cov(zj, α
u
4x

u
j ) ≤ 0, to identify an upper bound.27 To

provide support for our identifying, directional-restriction assumption, we examine how our

MCMRR estimates evolve as we add amenity covariates incrementally.

We show the results of this analysis in Figure 2. The solid curve shows how our MCMRR

estimates at age 77 change as we incrementally add amenity covariates to move from the

specification shown in Table 1 Column (3) that excludes all amenity covariates (denoted by

the square) to the specification shown in Column (4) that includes all of our 18 amenity

covariates (denoted by the triangle). To avoid sensitivity to the order in which amenities are

added, we estimate models for all 262,144 possible combinations of the 18 amenity covariates.

Each point on the solid curve shows the mean MCMRR (measured on the left vertical axis)

estimated over all models that use the number of amenity covariates shown on the horizontal

axis.

This exercise examines what happens when we begin by assuming all amenities are un-

observed and then treat various combinations of the 18 amenities as observed, and shows

26The results in Column (4) of Table 1 would provide consistent point estimates under the assumption
that our amenity covariates span the set of amenities that both determine housing prices and are correlated
with empirical mortality. Although we do not make this assumption, we provide evidence below that our
amenity covariates are sufficiently rich to suggest that the MCMRR is likely to be close in magnitude to our
estimated upper bound.

27A considerably stronger assumption that would also be sufficient to identify an upper bound is that
each unobserved amenity, k, is negatively correlated with the instrument, i.e., maxk{cov(zj , α

u
k,4x

u
k,j)} ≤ 0.

However, this stronger assumption is unnecessary.
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how our estimates evolve, on average, as amenity covariates are added. The mean MCMRR

declines monotonically in the number of amenities, as expected. We view this as support-

ing evidence for the key identifying assumption, Equation (8). Under this assumption, the

insights of Nevo and Rosen (2012) apply, and we consistently estimate an upper bound for

the MCMRR.

Importantly, the curvature, as well as the slope, of the solid curve in Figure 2 is potentially

informative about the MCMRR. In particular, the mean MCMRR declines at a decreasing

rate; the slope is close to zero by the time we add the final amenity. To further illustrate

this point, the dashed curve plots the change in mean MCMRR as we incrementally add

amenities, i.e., the gradient of the solid curve. The size of the change is measured on the

right horizontal axis. As we randomly add the first amenity to the model, the mean MCMRR

declines by $179. However, adding the last observed amenity reduces the mean MCMRR

by only $34. The curvature of the mean MCMRR function suggests that if one were able

to estimate the MCMRR using all potential amenities, then that estimate would likely be

relatively close to our estimated upper bound.

We use this exercise to incorporate and build upon the insights of Altonji et al. (2005),

Banzhaf and Smith (2007), and Oster (2019). Broadly speaking, the approach taken in

Oster (2019) would be to project out the mean MCMRR (the solid curve in Figure 2) via

linear extrapolation until the R2 reaches its conceptual maximum. Under the assumption

that observables are at least as important as unobservables, this would yield an estimated

lower bound on the MCMRR. In our case, however, the R2 is not informative as we use

IV. Alternatively, by leveraging the curvature in addition to the gradient of the MCMRR

function, we capture the key insight of Oster (2019) without relying on an R2. The gradient

and curvature suggest that the MCMRR is likely close to our estimated upper bound.

Given a functional form assumption, one could project the curves in Figure 2 to predict

what would happen if one were to add more hypothetical unobserved amenities as controls. A

log-quadratic function fits the mean MCMRR curve almost perfectly and reaches a minimum

at 27 amenities. This corresponds to an MCMRR of $1,323, which is 90% of our upper bound
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Figure 2: Sensitivity of Results to Amenity Covariates across 262,144 IV Regressions

estimate.28 Under the assumption that Figure 2 is informative about what happens to the

estimated MCMRR as controls are added in random order and the assumption that observed

amenities are at least as important as unobserved amenities, $1,323 can be interpreted as

an estimated lower bound on the MCMRR. When interpreting our results, we choose to

focus on the estimated upper bound for two reasons. First, it requires substantially weaker

assumptions than the lower bound. Second, the upper bound is arguably the more important

economic result, as it provides evidence that the cost of reducing mortality through the

housing market is relatively low.

5.3 Interpretation of Results

To compare our results with existing evidence on the implicit per-capita cost of reducing

mortality risk, we first multiply our household-level MCMRR estimates by 1,000 to measure

28As extrapolation far beyond the range of the data is reliant on functional form assumptions, we view
this exercise as suggestive that the MCMRR curve will become approximately flat with the addition of
a relatively small number of additional amenity controls. While log-linear and polynomial functions fit
the mean MCMRR curve poorly, a log-cubic function fits almost perfectly and yields a less-conservative
lower-bound MCMRR of $1,406.
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the capitalization associated with a one-unit reduction in the probability of a death. We

then divide by the average household size in our data, 2.59, in order to rescale MCMRR to

the individual level.29 In other words, we measure the annual housing expenditures needed

to avoid one premature statistical death in expectation.30

Applying this transformation to our main specification in Column (4) of Table 1 yields a

cost of approximately $1.3 million to avoid a statistical death among 67-year-old residents.

This cost declines with age to approximately $0.6 million at age 77 and $0.2 million at age

87. We interpret these measures as upper bounds on the actual housing cost of reducing

mortality risk, consistent with Assumptions (6) and (8) and the supporting evidence in

Figure 2.

Prior evidence on the cost of reducing mortality risk is largely based on the wage com-

pensation for undertaking a higher risk of death on-the-job. Prevailing estimates from the

hedonic wage literature range from $6 to $10 million per avoided fatality (Viscusi and Aldy,

2003; Costa and Kahn, 2004; Cropper et al., 2011; Kniesner et al., 2012; Lee and Taylor,

2019; Evans and Taylor, 2020). However, these estimates are derived from a labor force that

is considerably younger than the population that we study. The closest that we can come to

conditioning on age is to narrow our focus to people in their early-to-mid 60’s. Our housing

market estimate for 67-year-old residents is $1.3 million, compared to labor market estimates

for 60-to-65-year-old workers that exceed $6 million (Smith et al., 2004a; Aldy and Viscusi,

2008; Banzhaf, 2022). For this age group, our results suggest that it is substantially cheaper

to reduce mortality risk through the housing market compared to the labor market.

To provide a more direct comparison for the general population of senior citizens, we can

compare our findings to a few studies that have estimated their costs of reducing mortality

risk via automobile safety features and health care. In the automobile market, Rohlfs et al.

(2015) uses a hedonic regression of vehicle prices and fatality rates to conclude that the

29While we follow Davis (2004) in dividing by the average household size, our results can be easily rescaled
for any household size.

30As noted above, we do not interpret this result as a welfare measure. Our lack of revealed preference
interpretation differentiates our approach from wage-hedonic studies that typically interpret cost estimates
as measures for the “value of statistical life”.
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median cost of avoiding a premature death, via airbags, is $9 to $11 million for the general

population of drivers, and slightly higher for drivers over age 60.31 In the market for health

care, Hall and Jones (2007) finds that the medical cost of avoiding an additional fatality is

approximately $1 million among people over age 65.32 Thus, our findings suggest that the

marginal cost of reducing mortality risk in the housing market is much smaller than in the

markets for labor and automobiles, similar to the market for health care in the late 60’s, and

smaller than the market for health care at older ages. These comparisons are reinforced by

the upper bound interpretation of our estimator for capitalization effects.

A caveat to these comparisons is that they ignore transaction costs, which may be higher

in the housing market than in markets for labor, automobiles, or health care. To put housing

transaction costs into perspective, Bieri et al. (2023) constructs measures for the physical

and financial costs of moving between every pair of locations in the contiguous US. These

costs include realtor fees, closing costs, costs for home-finding trips, and the costs of hiring

a company to move personal belongings and cars.33 Taking an average over the costs of

moving between each pair of locations and converting to year 2010 dollars yields a one-time

cost of approximately $15,000. While these one-time costs are non-trivial, they don’t change

the conclusion that it is substantially cheaper to reduce mortality risk through the housing

market compared to the labor and automobile markets.34

31Similarly, O’Brien (2018) obtains an estimate of approximately $9 million for drivers aged 65 to 85 based
on a logit model of automobile choice that adjusts for age-specific driving intensity and age-by-automobile-
specific fatality rates.

32In Hall and Jones (2007), the estimated cost of reducing mortality risk is relatively insensitive to increas-
ing age beyond age 60. For example, the cost among seniors aged 90 to 94 is just 7% lower than among those
aged 60 to 64. Other studies that have focused on subsets of Medicare patients have reported average costs
similar to those in Hall and Jones (2007) but, in some case, with steeper declines in age and/or morbidity
(Doyle et al., 2015; Huh and Reif, 2017; Ketcham et al., 2022).

33These costs intentionally exclude the psychic cost of moving, which is thought to be important for
residential choice, but is not a direct fiscal expense. The psychic cost of moving is also thought to be less
important for within-state moves that most closely align with the residual variation in mortality risk and
housing prices that identify the cost of mortality risk reduction in our econometric model.

34One could follow Bieri et al. (2023) to annualize this cost of moving over an individual’s remaining life
years using a discount rate of 3% and age-specific life expectancies from the US Social Security Administration
Actuarial Life Tables (US Social Security Administration, 2022). For an individual aged 77, this would yield
an annualized cost of approximately $1,700, which is of similar magnitude to our estimated MCMRR ($1,474)
of reducing mortality risk by 0.1 pp for the same age.
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5.4 Sensitivity Analysis

While the IPUMS data that we use to measure property values are routinely used in national

hedonic studies (Albouy et al., 2016; Diamond, 2016) a potential concern is that self-reported

property values may be measured with error. We address this concern by repeating the esti-

mation after restricting the sample to properties that changed occupant within the previous

five years since recent migrants have made a costly decision to move and their experience

provides them with the information needed to report their housing values with greater ac-

curacy (Bajari and Kahn, 2005). Results of this sensitivity check are presented in Column

(5) of Table 1 and show that our featured estimates decline by 12%.

Another potential concern is that our featured estimates could understate the full cost

that homeowners would have to pay to reduce their mortality risk by moving because our

measure of housing prices excludes property taxes, which could also be spatially correlated

with mortality risk. This is particularly important to consider in light of evidence that

property taxes influence older homeowners’ migration decisions (Shan, 2010). We address

this concern by repeating the estimation after converting owner-occupied house values to

annualized measures of the user-cost of housing. To make this conversion, we multiply the

self-reported values of owner-occupied houses by location-specific user-cost rates from Bieri

et al. (2023). These location-specific user-cost rates account for between-PUMA variation in

local property taxes, as well as the ability to deduct property taxes and mortgage interest

payments when filing federal income taxes. This modification to our dependent variable

increases our featured estimates in Table 1 by just under 5%.35

We also take a systematic approach to analyzing the sensitivity of our main estimates

to using alternative samples, alternative instruments for causal mortality risk, alternative

covariates, and alternative measures for the cost of homeownership. First, we consider four

alternate ways of defining the empirical mortality instrument: (i) CDC mortality at age 65,

(ii) CDC mortality at age 75, (iii) CDC mortality at age 85+, and (iv) a weighted-average

35In an alternative specification, we modified our dependent variable for homeowners to be the market
value of their house plus the net present discounted value of expected lifetime property taxes using a 3%
discount rate and the property-tax calculation method described in Bishop et al. (2023a). This changed our
main results by less than 1%.
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measure of empirical mortality from the same CMS sample that we use to estimate causal

mortality following the same procedure as for our preferred instrument. The first three

instruments use less information than our preferred instrument, but they avoid the need to

aggregate over multiple ages. While the final instrument may embed measurement error due

to working with a 20% sample, it has the advantage of using the same data to measure both

causal and empirical mortality. We use each of these four instruments, plus our preferred

instrument, to estimate models that differ in the following characteristics: (a) whether the

model includes amenity covariates, (b) whether the model includes state dummies, Census

division dummies, or no geographic dummies, (c) whether the model uses the full housing

sample or just houses that changed occupant within the previous five years, and (d) whether

owner-occupied house prices are adjusted by the user-cost rate to account for property taxes.

With five alternative instruments, two samples, two sets of covariates, three ways of modeling

spatial dummies, and two ways of measuring the cost of homeownership, we estimate 120

different models.

Figure 3 shows the sensitivity of our main estimates for the MCMRR at age 77 to the 120

alternative IV specifications. For reference, the result from our main specification in column

(4) of Table 1 is shown as a triangle. Each dot in the figure reports an estimate and its 95%

confidence interval from a specification that differs from our main specification in one or

more of the following dimensions: (i) the instrumental variable; (ii) the estimation sample:

all houses or only houses lived in by recent movers, (iii) the treatment of amenity covariates:

included or excluded, and (iv) the treatment of fixed effects: none, Census divisions, or U.S.

states. Within each delineated sub-panel the five pairs of dots correspond to the following

instrumental variables ordered from left to right: (i) CDC empirical mortality for people age

65, (ii) CDC empirical mortality for people age 75, (iii) CDC empirical mortality for people

aged 85 and above, (iv) our preferred CDC measure of empirical mortality, (V) an equivalent

measure of empirical mortality calculated from the same CMS data that we use to estimate

causal mortality. Finally, within each dot pair, the shaded dot follows our main specification

in using owner-occupied housing prices, whereas the unshaded dot adjusts housing prices by

the user-cost rate to account for property taxes.
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Figure 3: Marginal Cost of Mortality Risk Reduction, Sensitivity Analysis

(a) Marginal Cost of Mortality Risk Reduction at Age 77 (all households)
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(b) Marginal Cost of Mortality Risk Reduction at Age 77 (recent movers only)
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Notes: Each dot represents one of 120 estimates (varying over five different instruments, three different
treatments of fixed effects, two different treatments of amenity covariates, and two different estimation
samples) for the age-77 MCMRR, and is shown with its 95% confidence interval. Shaded dots follow
our main specification in using owner-occupied housing prices. Unshaded dots use user-cost-of-housing
prices that account for property taxes. The triangle denotes our main specification in columns (4) of Table 1.
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Comparing Figure 3a to Figure 3b shows that the results are robust to limiting the sample

to people who moved to their current dwellings within the last five years and, therefore, may

more accurately assess the market values of their houses. The three sub-panels in the left

half of each sub-figure show that when amenity covariates are excluded from the model

adding fixed effects for Census divisions or U.S. states reduces the MCMRR. Comparing the

left half of each sub-figure to the right half shows that adding amenity covariates further

reduces the estimated MCMRR. The right three sub-panels within each sub-figure show

that when amenity covariates are included the MCMRR estimates are relatively robust to

using alternative fixed effects and/or alternative empirical mortality instruments. Finally,

comparing the shaded and unshaded dots within each pair shows that including property

taxes as an additional cost of housing increases the MCMRR. However, the size of this

increase is diminished by adding fixed effects or amenity covariates. When the model includes

both state fixed effects and amenity covariates, as in our main specification, the effect of

property taxes on the MCMRR ranges from less than 1% to approximately 9% depending

on the instrument and sample.

For the 60 specifications that use amenity covariates, the MCMRR estimates fall within

a fairly narrow range from $855 to $2,132. At the top of this range, an MCMRR of $2,132

corresponds to a cost of $0.8 million to avoid one premature statistical death at age 77.36

Thus, the conclusion that our upper bound estimates are far below the cost of reducing

mortality risk for workers and drivers over age 60 is robust to a wide range of econometric

specifications.37

36The same specification implies a cost of approximately $2 million to avoid one premature statistical
death at age 67.

37If we drop amenity covariates entirely, in order to force our MCMRR measure to absorb their effects
on mortality risk along with their correlated effects on the quality of life, then the largest “extreme upper
bound” estimate in the left half of Figure 3a implies a cost of avoiding a premature statistical death at age
67 that is $5.2 million, approximately half the size of labor-market and auto-market estimates for people
over age 60.
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6 Conclusion

This paper provides the first evidence that all-cause location-specific mortality risk is capi-

talized into housing prices. Specifically, we find the implicit housing cost is $3,453 (or less)

for a 0.1pp reduction in mortality risk among people in their late 60s and $629 (or less)

among people in their late 80s. Rescaling these household-level measures to individual mea-

sures yields results that are less than one-fifth of the conventional labor-market estimates for

the cost of reducing mortality risk among workers in their early 60s and less than one-tenth

of the cost of reducing mortality risk among drivers over age 60. By contrast, our results

are similar to estimates for the medical cost of reducing mortality risk among the general

population of Americans over age 65.

One hypothesis for the discrepancy in estimates across these markets is that people may

be better informed about job-related and auto-related mortality risks than about location-

based and health-based mortality risks. Another hypothesis is that the discrepancy reflects

life-cycle heterogeneity in the willingness to pay for mortality-risk reduction, along with

differences in health and wealth across study populations. Testing these hypotheses would

require knowledge about households’ beliefs about future spatial variation in mortality risk

(Bishop and Murphy, 2019) and how these beliefs affect their migration decisions (Mathes,

2021). Developing this knowledge is an important area for further research.
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7 Supplemental Online Appendices

Appendix A Estimating Causal Mortality

A.1 Overview

We use the model developed in Finkelstein et al. (2021) [henceforth FGW] to estimate the

causal effect that each commuting zone (CZ) has on the probability of death. The model

starts from the assumption that causal mortality rates may differ from empirical mortality

rates for numerous reasons, including differences in the compositions of local populations due

to sorting on health, wealth, and preferences. Intuitively, causal mortality rates are identified

by following observationally equivalent people who move from the same origin location to

different destinations. In addition to conditioning on a rich set of observable measures of

individual demographics and health, FGW use a selection-correction procedure to control

for sorting on unobserved health. We outline our data cuts and the econometric procedures

below and direct readers to FGW for a fuller description of the method.

A.2 Data

We derive causal measures of spatial variation in mortality risk from administrative records

on senior citizens maintained by the U.S. Centers for Medicare and Medicaid Services (CMS).

The Medicare program provides universal health insurance for people over age 65. Beneficia-

ries can choose between HMO-style Medicare Advantage plans and the more traditional form

of coverage, commonly known as fee-for-service (FFS) Medicare, in which the government

pays health care providers a fixed fee for each service they perform and beneficiaries pay the

remainder. Our data span the period 1999 to 2013.

We start with a random, 20-percent sample of all 65-and-older Medicare enrollees from

1999 to 2013. These data describe approximately 17 million people and contain each person’s

birth date, race, sex, and death date (if they died before the end of 2013). Each year we

observe their residential locations (as ZIP+4 codes), their diagnoses of 27 chronic medical
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conditions, and their gross expenditures on health care services.38 The spending measures

cover inpatient care, skilled nursing facilities, hospice, lab tests, surgery, home health care,

outpatient services, durable medical equipment, home health care and some types of pre-

ventative care. The annual measures of spending and chronic conditions are derived from

FFS claims processed by Medicare. Unfortunately, we cannot observe these variables for

Medicare Advantage patients. This is a well known limitation of CMS data for our study

period and we follow standard practice in focusing primarily on those enrolled in FFS in

their second year, or in the year before they move. Fortunately, this restriction affects a

relatively small share of our sample because more than 75% of seniors enrolled exclusively

in FFS Medicare in any given year during our study period.

Prior to estimation, we implement the main data cuts from FGW. First, we drop in-

dividuals who move across CZs more than once between 1999 and 2013. Second, we drop

all movers who were enrolled in Medicare Advantage during their pre-move year and all

nonmovers who were enrolled in Medicare Advantage during their first year in the sample,

which is treated as their counterfactual pre-move year in the estimation.

We also follow FGW in aggregating sparsely populated CZs within each state, which

takes us from 709 CZs to 536. The number of CZs in our study, 536, is slightly smaller

than the 563 CZs defined by Finkelstein et al. (2021) because we apply their methodology

to a smaller (20%) sample of Medicare beneficiaries and we drop rural CZs where we do not

observe any movers. The cumulative population of the rural CZs that we drop is less than

fifty thousand people, or one one-hundredth of one percent of the U.S. population.

A.3 Summary Statistics

Table A.1 reports average characteristics of all 47,549 people in our estimation sample who

moved in 2006 alongside average characteristics of a randomly selected comparison sample

38Specifically, we observe medical diagnoses of: Acute myocardial infarction, Alzheimer’s disease, all-cause
dementia, atrial fibrillation, cataract, congestive heart failure, chronic kidney disease, chronic-obstructive pul-
monary disease, diabetes, glaucoma, hip fracture, ischemic heart disease, depression, osteoporosis, rheuma-
toid arthritis and osteoarthritis, stroke or transient ischemic attack, breast cancer, colorectal cancer, prostate
cancer, lung cancer, endometrial cancer, anemia, asthma, hyperlipidemia, hypertension, hyperplasia, hy-
pothyroidism.
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Table A.1: Summary Statistics: Year 2006 Comparison Sample

(1) (2)

Movers Non-movers

2006 comparison sample (# of individuals) 47,459 47,459

Age:

65-74 0.50 0.52

75-84 0.33 0.37

85+ 0.16 0.12

Female 0.60 0.58

White 0.87 0.84

Region:

Northeast 0.14 0.21

South 0.49 0.37

Midwest 0.19 0.27

West 0.19 0.15

On Medicaid 0.10 0.07

Avg. # of chronic conditions 3.34 1.61

One year mortality 0.08 0.05

Four year mortality 0.28 0.20

of non-movers during that same year. We condition on a single year in order to compare the

characteristics of movers and non-movers, and we choose the year 2006 in order to enable

comparison to the analogous table in FGW (their Table 1). Despite working with a smaller

random sample of data, our summary statistics are qualitatively and quantitatively very

similar to FGW. Like FGW, we observe that movers tend to be diagnosed with more chronic

conditions and are more likely to be older, female, white and Medicaid recipients.

Table A.2 summarizes our full estimation sample by reporting mean characteristics of

movers and non-movers. We use 6.7 million observations on non-movers and 536 thousand

observations on movers. The mean characteristics of each group are very similar to statistics

reported in Table A.3 of FGW.

Table A.3 reports quantiles of the distribution of sample sizes of movers received per

CZ. The median CZ in our data receives 356 movers compared to a median of 1,522 in
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Table A.2: Summary Statistics: Estimation Sample

(1) (2)

Movers Non-movers

Age:

65-74 0.48 0.73

75-84 0.32 0.20

85+ 0.20 0.07

Female 0.60 0.56

White 0.87 0.83

Region:

Northeast 0.14 0.21

South 0.47 0.37

Midwest 0.19 0.26

West 0.20 0.16

On Medicaid 0.10 0.08

Avg. # of chronic conditions 3.27 1.64

One year mortality 0.09 0.04

Four year mortality 0.26 0.14

Number of individuals 536,407 6,702,668
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Table A.3: Number of Movers Received by Commuting Zone (CZ). 536 CZs in Total.

Statistics # of Movers to CZ

Minimum 37

10th Percentile 86

25th Percentile 167

Median 356

75th Percentile 1,058

90th Percentile 2,561

Maximum 12,780

FGW (Table A.2). This is because we start from a smaller sample of CMS administrative

records. Working with a smaller sample may be expected to increase measurement error

in our estimates. This measurement error concern is a central part of our motivation for

selecting an instrumental variable for causal mortality.

A.4 Estimation of Causal Mortality Effects

To estimate the effect that a CZ has on individual mortality, we begin with Equation A.1

where individual mortality mi is regressed on age, demographics Xi, health hi, and CZ fixed

effects for movers and nonmovers. The binary outcome variable is coded as 0 for survival and

1 for death. The unit of observation is a person-year. In years after death, the individual is

no longer observed.

log(mi) = β agei + ψ Xi + λ hi + τ oj Ij,orig + τ dj Ij,orig + τnj Ij,dest + ηi (A.1)

Demographic covariates Xi include gender, race, and a gender-by-race interaction. Health

covariates hi include a vector of indicators for the presence of chronic medical conditions,

and the log of health care utilization in the pre-move year (i.e. the log of expenditures). Log

utilization in the pre-move year is interacted with a set of dummies for the number of months

that the individual was enrolled in Medicare in the pre-move year. The fixed effects τ oj , τ dj ,

τnj capture the location specific mortality effects of each CZ j. τnj captures the CZ-specific
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variation for non-movers, and τ oj and τ dj for the origin and destination CZs of movers. The

youngest enrollees in our Medicare data are 65. However, as the estimation approach requires

individuals to survive for two years to observe baseline location and health, the youngest age

used to estimate causal mortality is 67

The CZ specific effects on mortality τ dj are biased estimators of location-specific causal

mortality if movers sort into locations based on unobserved health. To address this concern,

Equation A.2 shows how τ̂ dj is corrected for spatial sorting on health, under the assumption

that selection on unobserved health can be approximated by selection on observed health.

The unit of observation is this estimation is a person.

ĥi = βh agei + ψh xi + hoj Ij,orig + hdj Ij,dest + ηhi (A.2)

The fitted health stock from Equation A.1, ĥi = λ̂hi, is then regressed on age, demo-

graphics, a set of dummies for the number of months that the individual was enrolled in

Medicare in the premove year, and location specific fixed effects ho and hd. τ̂ dj is then cor-

rected by the estimated health-sorting effect ĥdj . The causal place-specific mortality effect

γ̂j is thus estimated as

γ̂j = τ̂ dj −
ŝd(τ̂ oj )

ŝd(ĥoj)
ĥdj (A.3)

ŝd(τ̂ oj ) and ŝd(ĥoj) are estimated as the standard deviations of τ oj and hoj in a split-sample

bootstrap. Finally, the γ̂j estimates are corrected for noise with an Empirical Bayes adjust-

ment with the following equations:

γ̂EB
j =

χ2

χ2 + s2
j

γ̂j, χ2 = V ar(γ̂j)− E(s2
j) (A.4)

This correction involves bootstrapping (b = 200) the variance s2
j of the γ̂j estimates.

44



A.5 Calculating Mortality Treatment Effects

To calculate the local annual average mortality as a function of age, while controlling for

selection, the estimate for γj is used with the population average value of health capital, θ̄

in the following version of the Gompertz mortality function:

mj(a) = exp(δ · age+ γj + θ̄) (A.5)

where θj captures the average health capital of residents in location j and is estimated as

the mean of ψ̂Xi across all non-movers in j and where θ̄ is the population average value of

θj.
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Appendix B IPUMS - Data Description

To estimate the relationship between the price of housing and location-specific mortality

effects, we use micro data of the Census 2000 from IPUMS USA. We include both renter-

occupied and owner-occupied properties. We use all variables that contain information on

the characteristics of the house that the individuals inhabit, such as the number of rooms,

bedrooms, the age of the structure, the type of the structure, and the presence of kitchen

and plumbing facilities.39 Table B.1 reports summary statistics.

Mapping PUMAs to CZs, requires the crosswalk from PUMAs to FIPS county codes,

which comes from the Geocorr 2000 Geographic Correspondence Engine (Version 1.3.3)

provided by the Missouri Census Data Center. Approximately one-third of PUMAs intersect

CZ borders. In these cases we integrated over the uncertainty in assigning houses to CZs

using the relative population sizes of the PUMA-CZ intersections as probability weights.

We implemented two tests to examine the scope for our assignment procedure to affect our

results. First, we repeated the estimation after assigning everyone living in PUMAs that

intersected CZ borders to the single CZ with the largest population of intersection. This

produced nearly identical results to our main specification (e.g. $1.2 million at age 77).

Second, we repeated the estimation after dropping all PUMAs that intersect CZs. Dropping

this third of PUMAs only produced a small change in our age 77 estimate for the housing

cost of mortality reduction ($1.4 million compared to our main estimate of $1.2 million).

39We restrict the sample to those properties with at least one resident aged 20 or older who reports these
figures.
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Table B.1: Census Data Summary Stats

N Mean SD 5th perc 95th perc

Home Value (USD 2000) 3,603,760 149,882 142,140 22,500 350,000

Gross Rent (USD 2000) 1,514,879 657.64 361.24 190.00 1303.00

Indicator Home Ownership 5,118,639 0.68 0.47 0.00 1.00

Number of Rooms 5,118,639 5.47 1.96 2.00 9.00

Indicator Kitchen 5,118,639 0.99 0.08 1.00 1.00

Indicator Indoor Plumbing 5,118,639 0.99 0.08 1.00 1.00

Decade Built 5,118,639 1962.92 20.03 1930.00 1990.00

Notes: Summary statistics are taken across houses using household weights. The sample covers
houses in 2,057 PUMAs, which represents 99.3 percent of all PUMAs. Home value is calculated
for owner-occupied houses, gross rent for renter-occupied houses. The number of rooms, home
value and gross rent are topcoded. The decade in which the structure was built is left-censored
in 1930.

Appendix C Amenities

To build amenity data we started by downloading datasets provided in the supplemental

online appendix to Diamond (2016). Since the data in Diamond (2016) are limited to

metropolitan areas, we returned to the original sources to collect information for rural areas

or, when such data did not exist, we collected national data on the closest available substitute

amenity. The resulting amenity data cover 93 percent of U.S. counties and 99 percent of

PUMAs.

Data on the number of apparel stores, dining places, and movie theaters per capita come

from County Business Patterns (2000). The number of reported violent crimes and prop-

erty crimes come from the FBI crime reports (ICPSR, 2006). The student-teacher ratio,

government expenditures per student, and government expenditures on parks come from

the 1997 Census of Governments. Average concentrations of fine particulate matter and

ozone come from the U.S. EPA Air Quality System. Data on interstate highway mileage,

urban arterial mileage, and the number of urban rail stops come from the National Atlas of

the U.S. Geological Survey. Finally, we derived the climate measures by aggregating data

from 9,959 NOAA weather stations that reported continuously from 1999 through 2012.

Summer temperature is measured by the highest within-month average of daily maximum
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temperatures in a given year, averaged per station from 1999 to 2001. Winter temperature

is measured as the lowest within-month average of daily maximum temperatures, and pre-

cipitation is measured as average daily rainfall.40 We calculate summer temperature, winter

temperature, and precipitation per PUMA as the weighted average across weather stations,

weighted by squared inverse distance of each weather station to the population weighted

geographic centroid. Further information on data sources are provided in Diamond (2016).

We view these amenities as controls in our price regression and don’t view their coefficients

as reflecting casual effects. As such, we simply require that the directional restriction in

Equation (7) holds conditionally on the inclusion of the extensive set of amenities that we

observe.

Table C.1 reports summary statistics by PUMA for the 18 amenities that we include

as covariates in our main econometric specifications. Table C.2 reports full and partial

correlation coefficients between housing prices, mortality risk, and the amenity covariates.

40In principle, one could also include measures of extreme temperature as in Albouy et al. (2016). While
extreme temperature is presumably correlated with within-month average of daily maximum temperatures,
this is not a threat to identification as we view the amenities simply as controls, so are not trying to estimate
the effect of a given control, holding other controls constant.
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Table C.1: Amenity Data Summary Stats

Mean SD 5th perc 95th perc

Average Daily Maximum Temperature, Summer (C) 30.61 3.06 26.21 36.36

Average Daily Maximum Temperature, Winter (C) 7.02 6.88 -2.22 19.36

Average Daily Precipitation (mm per m2) 2.57 0.89 0.82 3.76

Apparel Stores per 1,000 Residents (log) -0.67 0.21 -1.02 -0.28

Eating and Drinking Places per 1,000 Residents (log) 0.45 0.18 0.18 0.71

Movie Theaters per 1,000 Residents (log) -3.99 0.34 -4.49 -3.41

Violent Crimes Reported per 1,000 Residents (log) 1.56 0.65 0.39 2.49

Property Crimes Reported per 1,000 Residents (log) 3.34 0.79 1.53 4.18

Student-Teacher Ratio (log) 2.19 0.25 1.82 2.51

Local Government Expenditure per K-12 Student (USD 2004, log) 8.74 1.79 5.97 11.84

Local Government Expenditure on Parks, Recreation 1.36 2.07 -2.48 4.11

and Natural Resources per Capita (USD 2004, log)

Average Concentration of PM 2.5 (µg per m3, log) 2.59 0.26 2.13 2.97

Average Concentration of Ozone (parts per billion, log) -0.22 2.92 -3.85 3.40

Miles of Interstate per square mile (log) 0.08 0.08 0.00 0.23

Miles of Urban Arterials per square mile (log) 0.22 0.29 0.00 0.71

No. of Urban Rail Stops (log) 1.02 1.65 0.00 4.53

Share Unemployed (log) 1.42 0.32 0.95 2.02

Share of College Degree Holders (log) 3.22 0.48 2.47 4.04

Property tax rate (percentages) 1.27 0.53 0.63 2.31

Notes: Summary statistics are taken across 2,057 Census PUMAs. All variables except
climate and property tax rates are in logs.
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Table C.2: Correlation Coefficients

 

log price mortality risk log price mortality risk

mortality risk 0.005 1.000 -0.011 1.000
average daily max temperature, summer (C) -0.037 0.114 -0.027 0.270
average daily max temperature, winter (C) -0.031 -0.226 -0.015 -0.184
average daily precipitation (mm per m2) 0.001 -0.320 -0.014 -0.241
apparel stores per 1,000 residents (log) -0.003 -0.162 0.022 -0.122
restaurants per 1,000 residents (log) 0.020 0.294 -0.011 0.307
movie theaters per 1,000 residents (log) 0.007 0.162 -0.021 -0.040
violent crimes per 1,000 residents (log) -0.127 -0.166 -0.005 0.000
property crimes per 1,000 residents (log) -0.072 -0.037 -0.010 0.049
student teacher ratio (log) -0.049 0.054 -0.033 0.037
Expenditures per k-12 student (log) 0.015 -0.020 0.003 -0.036
Expenditures on parks and recreation (log) 0.049 0.102 0.011 0.015
average concentrations of PM2.5 (ug/m3 log) -0.035 0.005 -0.002 0.190
average concentrations of ozone (ppb, log) 0.030 0.016 -0.005 -0.036
miles of interstate per square mile (log) -0.112 -0.147 -0.033 0.027
miles of urban arterials per square mile (log) -0.124 -0.259 -0.027 -0.157
number of urban rail stops (log) -0.026 -0.198 0.023 -0.058
share unemployed (log) -0.209 -0.035 -0.132 0.005
share of college degree holders (log) 0.088 -0.108 -0.004 -0.021

Correlation Partial Correlation

Note: The columns labeled Correlation report the raw bivariate correlation coefficient between the variable
in the first column and the variables listed in either the second or third columns. The columns labeled
Partial Correlation report the partial correlation coefficient between the variable in the first column and the
variables listed in either the fourth or fifth columns. The partial correlation between variables, xk and xk′

is calculated as the raw bivariate correlation between x̃k and x̃k′ , where x̃k (x̃k′) denotes the residuals from
a regression of xk (xk′) on all the other control variables in Equation 5.

Appendix D Additional Results

D.1 Price Function Coefficient on Mortality Risk

Table D.1 reports estimates for β, the price function coefficient on a 0.1 percentage point

reduction in annual mortality risk. The column labels match the specifications in Table 1.

The table also shows robust standard errors, clustered by CZ, and the constant term, p̃, used

to covert β into the MCMRR, as shown in Equation (4). p̃ is expressed in 2010 dollars.
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Table D.1: Price Function Coefficient on Mortality Risk

(1) (2) (3) (4) (5)

Coefficient on mortality risk -106 -626 -534 -241 -211
(40) (193) (113) (51) (47)

Mean annual predicted housing cost 13,962 15,019 14,107 14,299 14,330
instrument x x x x
state dummies   x x x
amenity covariates    x x
recent moves only (last 5 years) x
clustering (number of CZs) 536 536 536 536 536
number of houses 5,118,639 5,118,639 5,118,639 5,118,639 2,413,212

D.2 Price Function Coefficients

Table D.2 reports coefficients on the covariates in the specification shown in column (4) of

Table 1, along with robust standard errors, clustered by CZ. As these amenities and house

characteristics enter simply as controls, we follow Angrist and Pischke (2009) and do not

interpret their coefficients as causal. We suppress state fixed effects and their interactions

with the homeownership dummy for brevity.
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Table D.2: Price Function Coefficients

Covariate coefficient
standard 

error
Covariate coefficient

standard 
error

mortality risk -241.4735 51.0528 building type
mobile home or trailer -0.9958 0.0189

decade built boat, tent, van, other -1.1008 0.0326
1939 or earlier -0.4778 0.0219 1-family house, attached -0.1654 0.0260
1940-1949 -0.4723 0.0187 2-family building -0.0690 0.0198
1950-1959 -0.4204 0.0131 3-4 family building -0.1400 0.0181
1960-1969 -0.3842 0.0092 5-9 family building -0.1974 0.0128
1970-1979 -0.3463 0.0074 10-19 family building -0.1840 0.0115
1980-1989 -0.2319 0.0056 20-49 family building -0.2148 0.0161
1990-1999 -0.1040 0.0034 50+ family building -0.2153 0.0182

number of rooms amenities
1 -0.1321 0.0245 average daily max temperature, summer (C) -0.0214 0.0076
3 -0.0055 0.0046 average daily max temperature, winter (C) -0.0048 0.0070
4 0.0032 0.0088 average daily precipitation (mm per m2) -0.0107 0.0210
5 0.0950 0.0105 apparel stores per 1,000 residents (log) 0.2218 0.0575
6 0.2185 0.0112 restaurants per 1,000 residents (log) 0.1551 0.1287
7 0.3464 0.0110 movie theaters per 1,000 residents (log) -0.0689 0.0305
8 0.4654 0.0104 violent crimes per 1,000 residents (log) -0.0212 0.0282
9+ 0.6765 0.0115 property crimes per 1,000 residents (log) 0.0114 0.0235

student teacher ratio (log) -0.0223 0.0280
number of bedrooms Expenditures per k-12 student (log) -0.0001 0.0047

1 0.0172 0.0193 Expenditures on parks and recreation (log) 0.0006 0.0052
2 0.1401 0.0085 average concentrations of PM2.5 (ug/m3 log) 0.1349 0.0645
3 0.2040 0.0115 average concentrations of ozone (ppb, log) 0.0021 0.0044
4 0.2470 0.0118 miles of interstate per square mile (log) 0.1096 0.1126
5+ 0.3135 0.0160 miles of urban arterials per square mile (log) 0.2364 0.0634

number of urban rail stops (log) 0.0118 0.0090
no kitchen 0.0191 0.0169 share of college degree holders (log) -0.2650 0.0235
with complete plumbing 0.2353 0.0213 share unemployed (log) 0.2798 0.0165

D.3 Housing Cost of Mortality Risk Reduction by Integer Age

Table D.3 reports hedonic property value estimates for the marginal cost of mortality risk

reduction from age 67 to age 87. The estimates correspond to the specifications in Table 1.

Estimates for the annual capitalization effects of a 0.1 percentage point reduction in annual

mortality risk are reported in thousand 2010 dollars. All specifications include housing

covariates. Robust standard errors are clustered by CZ. The table is continued on the next

page.
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Table D.3: The Marginal Cost of Mortality Risk Reduction, Full Results

(1) (2) (3) (4) (5)

1,482 9,405 7,533 3,453 3,023
(555) (2,893) (1,592) (729) (677)

1,361 8,637 6,919 3,171 2,776
(510) (2,657) (1,463) (670) (622)

1,250 7,932 6,354 2,912 2,549
(469) (2,440) (1,344) (615) (571)

1,147 7,285 5,835 2,674 2,341
(431) (2,241) (1,233) (566) (524)

1,054 6,691 5,359 2,457 2,150
(395) (2,059) (1,133) (519) (481)

967 6,145 4,922 2,257 1,974
(362) (1,891) (1,041) (477) (442)

889 5,644 4,521 2,072 1,813
(333) (1,736) (955) (438) (406)

817 5,183 4,152 1,903 1,665
(306) (1,594) (878) (403) (374)

750 4,760 3,813 1,747 1,530
(281) (1,465) (805) (370) (343)

689 4,371 3,501 1,606 1,404
(258) (1,345) (740) (339) (314)

633 4,015 3,216 1,474 1,290
(237) (1,235) (680) (312) (289)

     
     

0.079 0.084 0.073 0.074
(0.019) (0.013) (0.011) (0.012)

1st stage F-statistic 17.1 42.4 44.3 40.9

state dummies   x x x

amenity covariates    x x

recent moves only (last 5 years) x

clustering (number of CZs) 536 536 536 536 536

number of houses 5,118,639 5,118,639 5,118,639 5,118,639 2,413,212

Marginal cost of mortality risk reduction, age 67

Marginal cost of mortality risk reduction, age 68

Marginal cost of mortality risk reduction, age 69

Marginal cost of mortality risk reduction, age 70

Marginal cost of mortality risk reduction, age 71

Marginal cost of mortality risk reduction, age 72

1st stage coefficient on instrument

Marginal cost of mortality risk reduction, age 73

Marginal cost of mortality risk reduction, age 74

Marginal cost of mortality risk reduction, age 75

 

Marginal cost of mortality risk reduction, age 76

Marginal cost of mortality risk reduction, age 77

Note: The table is continued on the following page.
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Table D.3: The Marginal Cost of Mortality Risk Reduction, Full Results Continued

(1) (2) (3) (4) (5)

581 3,687 2,954 1,354 1,185
(218) (1,135) (624) (286) (266)

533 3,386 2,712 1,244 1,088
(200) (1,042) (574) (263) (243)

490 3,110 2,491 1,142 999
(184) (957) (527) (242) (224)

450 2,857 2,288 1,048 918
(168) (879) (484) (222) (205)

413 2,624 2,102 964 843
(154) (807) (444) (204) (189)

380 2,410 1,930 885 774
(142) (741) (408) (187) (173)

348 2,212 1,773 813 712
(130) (681) (375) (172) (160)

320 2,032 1,628 746 653
(120) (626) (344) (158) (147)

294 1,867 1,495 685 600
(110) (574) (317) (144) (134)

270 1,715 1,373 629 551
(101) (527) (290) (133) (123)

0.079 0.084 0.073 0.074
(0.019) (0.013) (0.011) (0.012)

1st stage F-statistic 17.1 42.4 44.3 40.9

state dummies   x x x

amenity covariates    x x

recent moves only (last 5 years) x

clustering (number of CZs) 536 536 536 536 536

number of houses 5,118,639 5,118,639 5,118,639 5,118,639 2,413,212

Marginal cost of mortality risk reduction, age 83

Marginal cost of mortality risk reduction, age 78

Marginal cost of mortality risk reduction, age 79

Marginal cost of mortality risk reduction, age 80

Marginal cost of mortality risk reduction, age 81

Marginal cost of mortality risk reduction, age 82

1st stage coefficient on instrument

Marginal cost of mortality risk reduction, age 84

Marginal cost of mortality risk reduction, age 85

Marginal cost of mortality risk reduction, age 86

Marginal cost of mortality risk reduction, age 87

Note: The table reports estimates for the housing cost of reducing the annual risk of death by one tenth of
a percentage point by age group. Estimates are reported in 2010 dollars. All specifications include housing
covariates. Robust standard errors are clustered by CZ.
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